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A Heterogeneous Computing
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What is GPGPU?

A General Purpose computation on Graphics
Processing Units

A High performance multi  -core processors
A excels at parallel computing

A Programmable coprocessors for other than just
for graphics
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Brief History of GPGPU

A November 2006

A Birth of GPU compute with release of
Close to Metal (CTM) API

A Low level API to access GPU resources

A New GPU accelerated applications

Folding@Home released with 20 - 30x speed
Increased

sz



Brief History of GPGPU

A December 2007
A ATI Stream SDK v1 released

Brook+
High-level language

Tools, Libraries,
Middleware
(ACML, RapidMind,
havok etc)

ATI Stream
Compute Abstraction Layer (CAL)
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Brief History of GPGPU

A June 2008

AOp e n C lwarking group formed under
Khronos E

AOp e n CI1.B Spec released in Dec 2008
A AMD announced adoptionof OpenCLE

Immediately
A December 2009
A ATI Stream SDK v2 released ATi
AOp e n C 1.8 support STREAM

TECHNOLOGY
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Heterogeneous Computing

A Using various types of computational units
ACPU, GPU, DSP, &etcé

A Modern applications interact with various
systems (audio/video, network, etc...)

A CPU scaling unable to keep up

A Require specialized hardware to achieve
performance
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Heterogeneous Computing

A Ability to select most suitable hardware in
heterogeneous system

Software

Applications

) Graphics Workloads
B O

/ Serial and Task
\ Parallel Workloads

AMD{N
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GPGPU Overview

ntroduction to OpenCLE

AWhat is OpenCLE?

ABenefitsof OpenCLE
AAnatomy of OpenCLE
AOp e n C lAihitecture

A Platform Model

A Execution Model

A Memory Model
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Whatis OpenCLE?

A Open Computing Language

A Open and royalty free API

A Enables GPU, DSP, co -processors to work in
tandem with CPU

A Released December 2008 by  Khronos E
Group
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Benefits of OpenCLE

A Acceleration in parallel processing

A Allows us to manage computational resources

A View multi -core CPUs, GPUs, etc as
computational units

A Allocate different levels of memory

A Cross -vendor software portability
A Separates low -level and high -level software
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Anatomyof OpenCLE

A Language Specification

A Based on ISO C99 with added extension and
restrictions

A Platform API

A Application routines to query system and setup
Op e n C lkeBources

A Runtime API

A Manage kernels objects, memory objects, and
executing kernelson  Op e n C lddvices
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Op e n C LAtchitecture 7 Platform Model

Compute Device

Processing

Compute Unit
Element
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Op e n C LOevice Example

AATl RadeonE HD 5870 GPU

(Graphlcs Engine l h
1 1 |l 1
chica eometr Verte> erarchical

Instruction Cache Global Data Share Constant Cache

| 7 20 Compute Units
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Op e n C LOevice Example

AATl RadeonE HD 5870 GPU

1 Compute Unit
Contains 16 Stream
Cores

?

Processing Elements

Special functions
4FP32 FMA or MAD per clock 1 FP32 MAD

1 Stream Core =5

yunyauesg iy

2 FPB4 ADD per clock perclock
_ 1 FPB4 FMA or MUL per clock
Processing Elements S

General.PurposeRegisters
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Op e n C LAchitecture I Execution Model

A Kernel

A Basic unit of executable code that runs on
Op e n C lddvices

A Data -parallel or task -parallel
A Host program
A Executes on the host system

A Sends kernels to execute on OpenCLE
devices using command gueue
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Kernels 1 Expressing Data  -Parallelism

ADefine N -dimensional computation domain
AN=1,20r3

A Each element in the domain is called a
work -item

A N-D domain ( global dimensions ) defines
the total work -items that execute in parallel

A Each work -item executes the same kernel

Process 1024x1024 image:

Global problem dimension: 1024x1024
1 kernel execution per pixel: 1,048,576 total executions
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Kernels: Work  -item and Work -group

AWork -items are grouped into work -groups

A Local dimensions define the size of the
workgroups

A Execute together on same compute unit

A Share local memory and synchronization
S - 32
1 TR | Synchronization bet
:#'r” H W)(/)rk-items possible only
within work-groups
Q)
™M
[ HH Cannot synchronize
==y e between workgroups
v E
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Kernels: Work - item and Work

-group Example

8
« 32 . < .
V'
1 SRR | localid: (4,2)
L global id: (28,10)
AN
™
W
uE workgroup id: (3,1)
local size: 8x8=64
dimension: 2
global size: 32x32=1024
num of groups: 16
AMD N
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Kernels Example

void square(int n, const float *a, kernel dp_square (const float *a,
float *result) float *result)
{ {
inti; intid = get_global_id(0);
for (I=0; i<n; i++) result[id] = a[id] * a[id];
result[i] = a[i] * al[i]; }
}

/'l dp_square execut-es ove
items
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Execution Model I Host Program

ACreate fAiCont ext®p e noC llespurcesy

A Devices i Op e n C ldévice to execute kernels

A Program Objects . source or binary that
Implements kernel functions

A Kernels 1 the specific function to execute on the
Op e n C ldavice

A Memory Obijects I memory buffers common to
the hostand Op e n C lddvices
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Execution Model I Command Queue

A Manage execution of kernels

A Accepts:
A Kernel execution commands
A Memory commands
A Synchronization commands

A Queued in -order
A Execute in -order or out -of-order

AMDI
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Memory Model

Private Private Private Private
Memory Memory Memory Memory

Work- | Work- Work- | Work-
item item item item

Local Memory Local Memory

Global/Constant Memory

Compute Device

Host
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Memory Model

A Global i read and write by all work -
items and work -groups

A Constant i read -only by work -items;
read and write by host

A Local 71 used for data sharing;
read/write by work  -items in same
work -group

A Private i only accessible to one
work -item

Priva
M
i

Priva
Memor
it

te Private te Private
y Memory emory Memory
Work- i Work- Work- i Work-
em item tem item

Local Memory Local Memory

Global/Constant Memor

ComputeDevice

Host

Must move data from host to global to local and back
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Il ng Started
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GPGPU Overview

ing Started with OpenCLE

A Software Development Environment

A Requirements

A Installation on  Windows®

A Installation on  Linux®
AFirst OpenCLE Program
ACompiling OpenCLE Source
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Software Development Kit

ATl Stream SDK v2

Download free at http://developer.amd.com/stream

Launch

File Name Dat

Bitness Description

Linux® (openSUSE™ 11.0, Ubuntu® 9.04)

ati-stream-sdk-v2.01-Inx32.tgz

(34.2MB) 03/29/2010 | 32-bit | ATI Stream SDK built for 32-bit Linux (@

ati-stream-sdk-v2.01-Inx64.tgz

f f _hi CHre sy = i - _hi i B
(53.2MB) 03/29/2010 | 64-bit ATI Stream SDK built for 64-bit Linux®

Linux® (Red Hat® Enterprise Linux® 5.3)

ati-stream-sdlk-v2.01-rhel32.tgz

(35.3MBY 02/10/2010 | 32-bit ATI Stream SDK built for 32-bit Red Hat® Enterprise Linux®

ati-stream-sdlk-v2.01-rhel64.tgz

(61.0MB) 02/10/2010 | 64-bit ATI Stream SDK built for 64-bit Red Hat® Enterprise Linux®

Windows Vista® SP1 / Windows® 7

ati-stream-sdk-v2.01-vista-win7-32.exe P : ATI Stream SDK built for 32-bit Microsoft® Windows Vista® and
(49.2ZMBY 03/29/2010 | 32-bit Microsoft® Windows® 7

ati-stream-sdk-v2.01-vista-win7-64.exe P e ATI Stream S5DK built for 64-bit Microsofti® Windows Vista® and
{91.9MB) USFA972010 [ G301 (e ey WindowsGd 7

Windows® XP SP3 (32-bit) / SP2 (64-bit)

ati-stream-sdk-v2.01-xp32.exe

(49 1MBY 03/29/2010 | 32-bit ATI Stream SDK built for 32-bit Microsoft® Windows® XP

ati-stream-sdk-v2.01-xpbd.exe

(91.7MB) 03/29/2010 | 64-bit | ATI Stream SDK built for 64-bit Microsoft® Windows® XP

AMD{N
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SDK Requirements

Supported Operating Systems:

Windows®: AWindows® XP SP3 (32 -hit), SP2 (64 -bit)
AWindows® Vista® SP1 (32/64 -bit)
AWindows® 7 (32/64  -bit)

Linux®: AopenSUSEE 11.-bit) (32/ 64
AUbuntu® 9.10 (32/64  -bit)
ARed Hat® Enterprise  Linux® 5.3 (32/64 -bit)

Supported Compilers:

Windows®: AMicrosoft® Visual Studio® 2008 Professional
Ed.

Linux®: AGNU Compiler Collection (GCC) 4.3 or later
Alntel® C Compiler (ICC) 11.x
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SDK Requirements
Supported GPUs:

AT Radeo |’]5E70, BB, 5850, 5770, 5670, 5570, 5450
4890, 4870 X2, 4870, 4850, 4830,
4770, 4670, 4650, 4550, 4350

AT FireP ’V68QO, V8750, V8700, V7800, V7750
V5800, V5700, V4800, V3800, V3750

AMD 9270, 9250

FireStreamE

ATI Mobility
RadeonE H

5870, 5850, 5830, 5770, 5730, 5650, 5470, 5450, 5430
A870, 4860, 4850, 4830, 4670, 4650,
4500 series, 4300 series

ATl Mobility M7820, M7740, M5800
FirePr oE

AT I Ra d e o nB3690 Discrete GPU
Embedded

AMDI
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SDK Requirements

Supported GPU Drivers:

ATl RadeonATIHGatalystE 10. 4

AT I FirePrAdATH FireProE Unified Driver 8

~

.72

AMD

ATl CatalystE 10. 4

FireStreamE

ATI Mobility ATl CatalystE Mobility 10. 4
RadeonE HD
ATl Mobility Contact the laptop manufacturer for the appropriate
FirePr oE |driver
AT I R a d e o n @ntact the laptop manufacturer for the appropriate
Embedded driver
Supported Processors:
A Any X86 CPU with SSE 3.x or later
AMDZY
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Installing SDK on

Windows®

ATI - Catalyst™ Install Manager - Version: 03.00.075

Installer Welcome

Welcome
Analyz
stal

| AT

STREAM

TECHNOLOGY

~Welcome

Select Express or Custom Install and then dick Next:

..........................................

Default Installation Location:

C:\Program Files\ATI Technologies  Browse -

-

STREAM

TECHNOLOGY

http:/{ati.amd.com

AMD{N
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Installing SDK on Windows®
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