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What is GPGPU?

ÅGeneral Purpose computation on Graphics 
Processing Units 

ÅHigh performance multi - core processors

Åexcels at parallel computing

ÅProgrammable coprocessors for other than just 
for graphics
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Brief History of GPGPU

ÅNovember 2006

ÅBirth of GPU compute with release of 
Close to Metal (CTM) API

ÅLow level API to access GPU resources

ÅNew GPU accelerated applications

ÅFolding@Home released with 20 -30x speed 
increased



| Introduction to OpenCLÊ Programming | May, 2010 7

Brief History of GPGPU

ÅDecember 2007

ÅATI Stream SDK v1 released
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Brief History of GPGPU

ÅJune 2008

ÅOpenCLÊ working group formed under 
Khronos Ê

ÅOpenCLÊ 1.0 Spec released in Dec 2008

ÅAMD announced adoption of OpenCLÊ 
immediately

ÅDecember 2009

ÅATI Stream SDK v2 released

ÅOpenCLÊ 1.0 support
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Heterogeneous Computing

ÅUsing various types of computational units

ÅCPU, GPU, DSP, etcé

ÅModern applications interact with various 
systems (audio/video, network, etc...)

ÅCPU scaling unable to keep up

ÅRequire specialized hardware to achieve 
performance
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Heterogeneous Computing

ÅAbility to select most suitable hardware in 
heterogeneous system

Serial and Task 
Parallel Workloads

Data Parallel 
Workloads

Graphics Workloads

Software

Applications
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Introduction to OpenCLÊ
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What is OpenCLÊ?

ÅOpen Computing Language 

ÅOpen and royalty free API 

ÅEnables GPU, DSP, co -processors to work in 
tandem with CPU

ÅReleased December 2008 by Khronos Ê 
Group
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Benefits of OpenCLÊ

ÅAcceleration in parallel processing

ÅAllows us to manage computational resources

ÅView multi - core CPUs, GPUs, etc as 
computational units

ÅAllocate different levels of memory

ÅCross -vendor software portability

ÅSeparates low - level and high - level software
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Anatomy of OpenCLÊ

ÅLanguage Specification

ÅBased on ISO C99 with added extension and 
restrictions

ÅPlatform API

ÅApplication routines to query system and setup 
OpenCLÊ resources

ÅRuntime API

ÅManage kernels objects, memory objects, and 
executing kernels on OpenCLÊ devices
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OpenCLÊ Architecture ïPlatform Model

Host

Compute Device

Compute UnitProcessing 
Element
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OpenCLÊ Device Example

ÅATI RadeonÊ HD 5870 GPU

20 Compute Units
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OpenCLÊ Device Example

ÅATI RadeonÊ HD 5870 GPU

1 Stream Core = 5 
Processing Elements

1 Compute Unit 
Contains 16 Stream 
Cores
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OpenCLÊ Architecture ïExecution Model

ÅKernel : 

ÁBasic unit of executable code that runs on 
OpenCLÊ devices

ÁData -parallel or task -parallel 

ÅHost program : 

ÁExecutes on the host system

ÁSends kernels to execute on OpenCLÊ 
devices using command queue
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Kernels ïExpressing Data - Parallelism

ÅDefine N -dimensional computation domain

ÁN = 1, 2, or 3

ÁEach element in the domain is called a 
work - item

ÁN-D domain ( global dimensions ) defines 
the total work - items that execute in parallel

ÁEach work - item executes the same kernel

Process 1024x1024 image:
Global problem dimension: 1024x1024
1 kernel execution per pixel: 1,048,576 total executions 
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Kernels: Work - item and Work - group

ÅWork - items are grouped into work - groups

ÁLocal dimensions define the size of the 
workgroups

ÁExecute together on same compute unit

ÁShare local memory and synchronization
32

3
2

Synchronization between 

work-items possible only 

within work-groups

Cannot synchronize 

between workgroups
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Kernels: Work - item and Work - group Example

32

3
2

dimension: 2

global size: 32x32=1024

num of groups: 16

8

8
workgroup id: (3,1)

local size: 8x8=64

local id: (4,2)

global id: (28,10)

0,0 1,0

0,1

2,0 3,0

0,2

0,3
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Kernels Example

Scalar Data - Parallel

void square(int n, const float *a, 
float *result)

{
int i;
for (i=0; i<n; i++)

result[i] = a[i] * a[i];
}

kernel dp_square (const float *a,
float *result)

{
int id = get_global_id(0);
result[id] = a[id] * a[id];

}

// dp_square executes oven ñnò work-
items
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Execution Model ïHost Program

ÅCreate ñContextò to manage OpenCLÊ resources

ÁDevices ïOpenCLÊ device to execute kernels

ÁProgram Objects : source or binary that 
implements kernel functions

ÁKernels ïthe specific function to execute on the 
OpenCLÊ device

ÁMemory Objects ïmemory buffers common to 
the host and OpenCLÊ devices
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Execution Model ïCommand Queue

ÅManage execution of kernels

ÅAccepts:

ÁKernel execution commands

ÁMemory commands

ÁSynchronization commands

ÅQueued in -order

ÅExecute in -order or out -of-order
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Memory Model

Host Memory

Global/Constant Memory

Local Memory

Work-
item

Work-
item

Private 
Memory

Private 
Memory

Workgroup

Host

Compute Device

Local Memory

Work-
item

Work-
item

Private 
Memory

Private 
Memory

Workgroup
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Memory Model

ÅGlobal ïread and write by all work -
items and work -groups

ÅConstant ïread -only by work - items; 
read and write by host

ÅLocal ïused for data sharing; 
read/write by work - items in same 
work -group

ÅPrivate ïonly accessible to one 
work - item

Host Memory

Global/Constant Memory

Local Memory

Work-
item

Work-
item

Private 
Memory

Private 
Memory

Workgroup

Host

Compute Device

Local Memory

Work-
item

Work-
item

Private 
Memory

Private 
Memory

Workgroup

Memory management is explicit
Must move data from host to global to local and back



| Introduction to OpenCLÊ Programming | May, 2010 28

Getting Started with OpenCLÊ
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Software Development Kit

ATI Stream SDK v2
Download free at http://developer.amd.com/stream
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SDK Requirements

Supported Operating Systems:

Supported Compilers:

Windows®: ÅWindows® XP SP3 (32 -bit), SP2 (64 -bit)
ÅWindows® Vista® SP1 (32/64 -bit)
ÅWindows® 7 (32/64 -bit)

Linux®: ÅopenSUSEÊ 11.1 (32/64-bit)
ÅUbuntu® 9.10 (32/64 -bit)
ÅRed Hat® Enterprise Linux® 5.3 (32/64 -bit)

Windows®: ÅMicrosoft® Visual Studio® 2008 Professional 
Ed.

Linux®: ÅGNU Compiler Collection (GCC) 4.3 or later
ÅIntel® C Compiler (ICC) 11.x
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SDK Requirements

Supported GPUs:

ATI RadeonÊ HD5970, 5870, 5850, 5770, 5670, 5570, 5450
4890, 4870 X2, 4870, 4850, 4830,
4770, 4670, 4650, 4550, 4350

ATI FireProÊV8800, V8750, V8700, V7800, V7750
V5800, V5700, V4800, V3800, V3750

AMD 
FireStreamÊ

9270, 9250

ATI Mobility 
RadeonÊ HD

5870, 5850, 5830, 5770, 5730, 5650, 5470, 5450, 5430
4870, 4860, 4850, 4830, 4670, 4650, 
4500 series, 4300 series

ATI Mobility 
FireProÊ

M7820, M7740, M5800

ATI RadeonÊ 
Embedded

E4690 Discrete GPU



| Introduction to OpenCLÊ Programming | May, 2010 33

SDK Requirements

Supported GPU Drivers:

Supported Processors:

ÁAny X86 CPU with SSE 3.x or later

ATI RadeonÊ HDATI CatalystÊ 10.4

ATI FireProÊATI FireProÊ Unified Driver 8.723

AMD 
FireStreamÊ

ATI CatalystÊ 10.4

ATI Mobility 
RadeonÊ HD

ATI CatalystÊ Mobility 10.4

ATI Mobility 
FireProÊ

Contact the laptop manufacturer for the appropriate 
driver

ATI RadeonÊ 
Embedded

Contact the laptop manufacturer for the appropriate 
driver
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Installing SDK on Windows®
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Installing SDK on Windows®


